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0. Abstract  
Dropout ( Hinton et al., 2012 )

but, repeatedly sampling makes much slower!

This paper shows how to do fast dropout training!

"by sampling from, or integrating a GAUSSIAN APPROXIMATION" ( instead of doing MC 
optimization ) (by CLT)

 

1. Introduction  
Dropout 

prevent feature co-adaptation  regularization
can be seen as "averaging over many NN with shared weights"

 

Problem with Dropout

makes training SLOWER!

loss of information

( drop out rate of  : proportion of data still not seen after  passes is  )

 

This paper suggests "benefit of dropout training without actually sampling", thereby using ALL 
data efficiently

 use Gaussian Approximation
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2. Fast approximations to dropout  
2.1 The implied objective function  
example ) Logistic Regression with dropout

 dimension data

 Bernoulli  , where   

SGD update : 

MC approximation : 

 

Objective function of gradient above :

complexity : 

can be reduced to . .... HOW?

 

2.2 The Gaussian approximation  
( now, let  ..... weighted sum of Bernoulli r.v )

 can be approximated by Normal distribution ( as  )

let 

 

 

2.3 Gradient computation by sampling from
Gaussian

 

BEFORE) sample from  directly

time : 
d

 

AFTER) sample from  

especially good for high dimensional case
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time :  (  times faster ! )

 

 

 

 
 

 

 can be computed by drawing  samples from   takes  time

(  if sample from  , takes  time! )

 only need to be computed ONE per training case

  

 

 

2.4 A closed- form approximation  
 : CDF of Gaussian ( )

 : sigmoid (logistic) function

Since 
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Apply the above to our case ...
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